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 Abstract 

 Accurate, early flood warnings are invaluable for ensuring transportation safety so that 

flood-prone roads can be closed well before they become hazardous. A flood forecasting system 

typically uses both hydrologic and hydraulic models. The latter requires peak flow information to 

calculate flood attributes, such as depth, velocity, and inundated area. For ungauged basins, 

which lack streamflow observations, accurate calculation of flood attributes is challenging. 

Regional regression equations are used for this purpose. Such equations provide peak flow 

estimates based on flow records and basin characteristics of nearby gauged basins. Regression 

equations used for Nebraska, however, are decades old. The three available sets of equations 

often produce results that vary by order of magnitude. Therefore, there is a serious need to 

improve the accuracy of peak flow prediction using recent datasets and advanced methods. In 

this study, we modeled daily streamflow and peak flow in Nebraska streams using new high-

resolution datasets and two machine learning algorithms, Long Short-Term Memory Network 

(LSTM) for daily streamflow and Random Forest (RF) for peak flow. A wide range of predictors 

were used in the study. Physically based constraints were imposed on the LSTM model for daily 

streamflow simulations, and the benefits were assessed. We showed that there is a value in 

adding physics-based constraints even though the constraints do not improve results in all cases. 

Therefore, constraints can be applied as needed. Additionally, adding newer datasets and 

advanced machine learning algorithms leads to improved estimates of peak flow. 
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Chapter 1 General Introduction 

Nebraska is prone to hydrologic extremes such as floods and droughts, as intermittent 

extreme weather events are formed because of short-duration convergent airflow of contrasting 

characteristics. It is not surprising that the place is called the ‘Heartland of Extremes’ (Dewey 

and Mogil, 2017). The most recent severe flooding occurred in the Spring of 2019, where a rain-

on-snow (ROS) event caused the rapid melting of large snowpacks (Flanagan et al. 2019). Rapid 

snowmelt and ROS events are known contributors to flooding in the Midwest (Villarini et al. 

2011). The 2019 event caused an estimated loss exceeding $3 billion (as of August 2019), and 

lives were also lost (Flanagan et al. 2019). Transportation systems, including roads, bridges, and 

train lines, experienced significant damage. 

 Accurate and early flood predictions are crucial for ensuring transportation safety. Based 

on these predictions, authorities can close transportation systems likely to be impacted by 

flooding, which can help mitigate detrimental impacts. A flood forecasting system typically uses 

a combination of hydrologic and hydraulic models. The hydrologic model quantifies watershed 

outflow contributions, whereas the hydraulic model calculates the propagation of floodwater. In 

ungauged basins, due to the lack of streamflow observations, the hydraulic model is more 

complex, requiring the use of regional regression equations. These equations, which estimate 

peak flow rates for a wide range of return periods, are developed based on the information from 

gauged basins in the vicinity, assumed to be representative of the ungauged basins under 

consideration. There are three sets of equations available for Nebraska; however, they are 

decades old. Furthermore, the estimates from these three sets do not agree, often varying by 

order of magnitude. Therefore, it is crucial that these equations be replaced with superior 

techniques so that flood forecasting can be carried out with higher accuracy. In this study, we 

developed a system to model peak flow rates for different return periods in Nebraska streams 
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using state-of-the-art datasets and a machine learning algorithm. We also carried out daily 

streamflow simulations using another machine learning algorithm with physics-based 

constraints.  

 This report combines the content from two of our manuscripts that originated from this 

project. These are included as separate Chapters (2 and 3).  
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Chapter 2 Physics-based Machine Learning for Streamflow Estimation 

The information relayed in this chapter is from a published paper: “Pokharel, S., T. Roy, 

and D. Admiraal (2023), Effects of mass balance, energy balance, and storage-discharge 

constraints on LSTM for streamflow prediction, Environmental Modeling & Software, 

doi:10.1016/j.envsoft.2023.105730.” 

We investigated the effects of physics-based constraints, added to the loss function of a 

Long Short-Term Memory (LSTM) network, on its performance in daily streamflow prediction. 

Three types of constraints (mass balance, energy balance, and storage-discharge relationship), 

along with their combinations, are tested across 34 river basins in Nebraska. We found that the 

addition of constraints improves the model performance in several basins, but there are also 

cases where the performance drops or does not differ significantly. Mass and energy balance 

constraints improve the performance in 38% and 32% of catchments, respectively, while storage-

discharge constraints improve the performance in 12% of catchments. The combination of mass 

and energy balance constraints has a positive effect on 41% of catchments, while the 

combination of mass balance and storage-discharge constraints improves the performance in 

26% of catchments. We recommend the use of constraints in cases where they boost the LSTM 

performance. 

2.1 Introduction 

Accurate streamflow prediction is of critical importance for various sectors, such as water 

resources planning and management, agricultural water management, disaster mitigation efforts, 

etc. (Dong et al., 2020; Gauch, Mai, et al., 2021; Ghimire et al., 2021; Hunt et al., 2022). As the 

demand for water resources continues to increase, the focus on modeling streamflow has 

intensified. With the proliferation of high-resolution mapping and other remote sensing datasets 

together with the availability of datasets at high spatial and temporal resolutions, we have seen a 
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rise in novel methods for modeling streamflow across different scales. Machine learning (ML) 

models, in particular, have shown significant promise in this area, with applications including 

flood forecasting (Castangia et al., 2023; Krajewski et al., 2017; Lin et al., 2013; Nevo et al., 

2021; Yuan et al., 2018), flood early warning systems (Moon et al., 2019; Pyayt et al., 2014; 

Sanders et al., 2022), flood inundation (Chang et al., 2018; Kim & Han, 2020; Tanoue et al., 

2016), flood prediction (Tongal & Booij, 2018), runoff prediction (Kratzert et al., 2018), and 

streamflow prediction (Parisouj et al., 2020; Tongal & Booij, 2018; Xiang & Demir, 2020; 

Yaseen et al., 2016). Despite the advancement, due to their restricted interpretability (Anderson 

& Radić, 2022; Bhasme et al., 2021; Gilpin et al., 2019; Reichstein et al., 2019), physical 

inconsistencies (Karpatne et al., 2017; Willard et al., 2020), and enduring problems with 

equifinality (Troch et al., 2015), ML algorithms are often criticized by domain experts. 

Long Short-Term Memory (LSTM) networks (Hochreiter & Schmidhuber, 1997) have 

been widely implemented in the field of hydrology of late. These networks can store and regulate 

information over time (Gauch, Kratzert, et al., 2021; Hochreiter & Schmidhuber, 1997; Kratzert 

et al., 2019; Yang et al., 2023), which makes them particularly suitable for simulating the 

memory effects of different types of hydrological variables. While traditional recurrent neural 

networks (RNNs) are limited in their ability to remember long-term sequences in modeling time-

dependent and sequential data (Bengio et al., 1994), LSTMs can leverage information from both 

short-term and long-term dependencies, which is advantageous for hydrologic applications like 

streamflow prediction (Khandelwal et al., 2020; Kratzert et al., 2018; Majeske et al., 2022; Song 

et al., 2020).  

Currently, there have been efforts to combine physical understanding with ML models to 

improve their performance and interpretability (Daw et al., 2017, 2019; Hoedt et al., 2021; 
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Karpatne et al., 2017; Young et al., 2017). For example, to estimate lake temperature, Daw et al., 

(2017) presented a physics-guided neural network (PGNN) model, which fuses a physics-based 

model with a neural network. They established a framework for developing neural networks that 

utilize physical equations and principles, in which a crucial link between the temperature, 

density, and depth of water is incorporated into the physics-based loss function of the LSTM 

model. Jia et al., (2019) extended this work by including a physics-based penalty for energy 

conservation in the loss function to ensure consistency between the lake thermal energy gain 

over time and the net thermodynamic fluxes into and out of the lake, thereby capturing more 

complex and general physical relationships. It is our understanding that there has been limited 

research on adding physics-based constraints into the loss function of the ML model and what 

type of constraints to include for streamflow prediction. Incorporating physics-based constraints, 

such as water balance, energy balance, and storage discharge relationship, into the loss function 

of a ML model for streamflow prediction is important because it allows the model to consider 

real-world physical processes that affect the amount of water available for streamflow. These 

constraints play a vital role in accurately predicting streamflow by considering the interactions 

between various components of the hydrological system, such as precipitation, evaporation, and 

storage. Understanding these elements is essential for effective streamflow prediction since they 

all influence the amount of water that is available for streamflow. However, there is a lack of 

research on the specific types of physics-based constraints that should be included in the loss 

function of a machine learning model for streamflow prediction. 

In this study, we present a framework for modeling streamflow in 34 basins in Nebraska 

using high-resolution datasets that incorporates three types of physics-based constraints (water 

balance, energy balance, and storage-discharge relationship) into the loss function of an LSTM 
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model. We evaluate the effectiveness of these constraints and examine their individual and 

combined effects on streamflow prediction by independently training the LSTM model for each 

catchment. We aim to provide a new approach for combining machine learning and physics-

based constraints in streamflow prediction that can contribute to the field of hydrology. 

2.2 Study area and data 

2.2.1 Study area 

The study area for this research was the Hydrologic Unit Code (HUC) 8 basins of 

Nebraska. Out of the 72 HUC-8 basins in the state, 34 were selected for this analysis based on 

the availability of stream gauge data for at least 20 years. The locations of the selected HUC-8 

basins within Nebraska are shown in Figure 2.1. The selected basins represent a range of 

geographies and hydrological conditions within the state. Stream gauge data for these basins 

were used as the primary source of observations for the study. Basins that did not have a gauge 

station at the outlet or had limited years of data were excluded from the analysis. This study aims 

to provide a framework for improving streamflow prediction in these basins by incorporating 

physics-based constraints into the loss function of LSTM. 
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Figure 2.1 Nebraska HUC-8 Basins, red color basins are the basins used for analysis. 

 

2.2.2 Data 

The atmospheric and land data for this study was obtained from the ERA5 dataset 

(Hersbach et al., 2020) which is the fifth-generation atmospheric reanalysis from the European 

Centre for Medium-Range Weather Forecasts (ECMWF). ERA5 provides global coverage on a 

30 km grid with 137 levels of atmospheric resolution from the ground up to 80 km in altitude and 

includes hourly data for a wide range of atmospheric, land, and oceanic climate variables. In 

addition to ERA5, streamflow data were collected from the United States Geological Survey 

(USGS) and the Nebraska Department of Natural Resources (NeDNR). The variables considered 

in this study include wind speed components, dew point temperature, temperature, skin 

temperature, boundary layer height, convective available potential energy, actual evaporation, 

leaf area index, snow albedo, snow depth, soil temperature, streamflow, surface solar and 
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thermal radiation, surface pressure, surface sensible heat flux, total column water, total 

precipitation, and volumetric soil water. The gridded ERA5 variables were lumped over the 

basin extent to form a time series. The variables listed in the study are relevant in predicting 

streamflow because they all play a role in the hydrological cycle and understanding these 

variables and their interactions is crucial in predicting streamflow. For example, precipitation, 

evaporation, and snow elements in the hydrological cycle affect the amount of water available 

for streamflow. Similarly, temperature and soil-related variables affect the evaporation and 

infiltration rate which affects the streamflow. The wind components affect the evaporation rate 

and the transport of moisture, which are important factors in the formation of precipitation. The 

selection of the datasets for this study was motivated by reviewing previous studies in 

streamflow prediction (Dalkiliç & Hashimi, 2020; Damavandi et al., 2019; Ha et al., 2021; Hadi 

& Tombul, 2018; Ni et al., 2020; Pellicciotti et al., 2010; Peng et al., 2017; Samit Thapa, Zebin 

Zhao, Bo Li, 2020; Shortridge et al., 2016; Tongal & Booij, 2018). 

2.3 Methodology 

2.3.1 Long Short-term Memory (LSTM) 

Long Short-Term Memory (LSTM) networks are a type of Recurrent Neural Network 

(RNN) that are capable of learning both short-term and long-term dependencies, as originally 

introduced by Hochreiter and Schmidhuber (1997). LSTM networks were developed to address 

the problem of vanishing and exploding gradients in traditional RNNs, allowing them to 

effectively model sequences with long time lags. The architecture of an LSTM network is shown 

in Figure 2.2 and consists of three main gate mechanisms: the forget gate, the input gate, and the 

output gate. The forget gate determines which pieces of the long-term memory should be 

discarded based on the previous hidden state and the current input data. The input gate 
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determines what new information should be added to the network's long-term memory given the 

previous hidden state and current input data. The output gate determines the next hidden state 

and is used to make final predictions. For a more detailed explanation of LSTM networks, see 

Hrnjica & Mehr, (2020). 

 

Figure 2.2 An LSTM architecture 

 

The ability of a deep learning model, such as an LSTM network, to effectively learn and 

make predictions is highly dependent on the appropriate selection of hyperparameters. These 

hyperparameters, including the number of nodes or neurons in the network, the dropout rate, the 

activation function, the optimization algorithm, the learning rate, and the loss function, can 

significantly impact the model's performance. In this study, we implemented a network 

architecture comprising three stacked LSTM layers, including an input layer and two hidden 

layers. The input layer contained 80 neurons, while the hidden layers contained 50 and 10 
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neurons, respectively. The output layer was composed of a single neuron. We used ‘relu’ 

activation function for all the stacked layers of LSTM and ‘linear’ for the output layer. To 

prevent overfitting, a dropout rate of 30% (0.3) was applied before and after the final hidden 

layer. Overfitting occurs when a model fits too closely to the training data and is unable to 

generalize to new datasets. The use of dropout layers, which randomly ignore a subset of neurons 

during training, can help mitigate this issue. We used a lookback window of seven days for all 

independently trained LSTM models.  

2.3.1.1 Training of LSTM model 

In this study, the models were trained using a mini-batch training approach with a batch 

size of 50 and an epoch size of 200. The Adam optimization algorithm was used for training, 

which combines the momentum and Root Mean Square Propagation (RMSP) gradient descent 

techniques and is known to be effective for a wide range of deep learning models, including 

LSTMs. The mean-square error (MSE) was used as the loss function for the standalone LSTM 

model. For models that included physics-based constraints, the MSE loss function was modified, 

as described in later sections. To ensure the input features, including meteorological variables 

and discharge, were properly scaled, the LeCun et al. (2012) and Minns & Hall (2009) 

normalization method was applied, which involves subtracting the mean and dividing by the 

standard deviation. The mean and standard deviation were calculated using only the training 

period data. The normalized output of the network was then transformed using the normalization 

parameters from the training period to produce the final discharge predictions. 

2.3.2 Physics-based loss function for prediction of streamflow 

The loss function is a key component of any neural network, as it measures the error 

between the network's predictions and the true values. Mean Squared Error (MSE) is a widely 
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used loss function for regression problems in machine learning, and it is calculated as the mean 

of the squared differences between the actual values (y_true) and the predicted values (y_pred) 

over a dataset of size n. 

 

𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑛𝑛
∑ (𝑦𝑦𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑛𝑛
𝑖𝑖=1 − 𝑦𝑦𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 )2       

where,  
MSE = Mean square error  
n = number of data points 
ytrue = actual(true) values 
ypred = predicted values 

 

In this study, MSE was employed as the loss function for the standalone LSTM model. 

However, to incorporate physics-based constraints into the model, the loss function was modified 

as follows: 

 

Loss = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑇𝑇𝑇𝑇𝑇𝑇�𝑦𝑦𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 − 𝑦𝑦𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝� + 𝜆𝜆𝜆𝜆𝜆𝜆𝜆𝜆𝜆𝜆𝜆𝜆𝜆𝜆𝜆𝜆(𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌𝑌) 

 

Where the training loss 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑇𝑇𝑇𝑇𝑇𝑇 measures a supervised error such as MSE between true 

(𝑦𝑦𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡) and predicted labels (𝑦𝑦𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝). The hyperparameter λ is a penalty factor that controls the 

relative importance of the physical constraint term L_PHY in the overall loss function. By 

adjusting λ appropriately, it is possible to enforce consistency with known physical laws in the 

model's predictions.   

2.3.2.1 Conservation of Mass (Water Balance-WB) 

Conservation of mass, also known as the law of mass balance, dictates that the inflow to a 

system must be equal to the outflow plus any changes in storage within the system. In the context 
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of a watershed, water is received through precipitation and snowmelt, and is lost through 

processes such as evaporation, streamflow, and groundwater recharge. The difference between 

the amount of water received and lost determines the amount of water stored within the basin. 

 

ΔS = P-E-Q-GW          

 

Where ΔS is the change in storage, P is precipitation, Q is runoff, E is evaporation, and 

GW is net groundwater flows out of the catchment. 

To apply the conservation of mass principle to a watershed, it is necessary to consider the 

physical variables that govern the hydrological cycle, including precipitation, surface runoff, 

groundwater infiltration, evaporation, and transpiration. By assuming that the watershed is a 

closed system, it is possible to use the conservation of mass principle to track the amount of 

water stored within the system. 

In this study, we developed two approaches based on the conservation of mass principle, 

which are described in further detail below. 

Approach 1: 

In our first approach, we incorporated a physical constraint into the loss function of the 

LSTM model to ensure consistency with the conservation of mass principle. This principle 

dictates that the inflow to a system must be equal to the outflow plus any changes in storage 

within the system over a given time period. In a watershed, long-term storage refers to the total 

amount of water that is stored over an extended period of time, typically several months to 

several years. To enforce this constraint, we defined a condition such that the difference between 

the long-term simulated and observed storage changes must be less than or equal to 10% of the 

observed storage change. Simulated storage is calculated by subtracting the sum (over the entire 
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data length) of evaporation and simulated discharge in the training dataset from the total 

precipitation, whereas observed storage is determined by subtracting the sum of evaporation and 

actual observed discharge in the training dataset from the total precipitation. Due to the 

complexity and high variability of hydrological systems, a 10% difference between simulated 

and observed storage changes is considered acceptable in many applications (Safeeq et al., 

2021). In addition, measurement errors and uncertainties in input data can also result in 

differences between simulated and observed results. The 10% difference implies that the model 

is able to reasonably approximate the observed storage changes. If this condition is met, the 

regular MSE loss function is used. However, if the condition is not met, the product of the 

absolute difference between the simulated and observed storage changes and a weight factor is 

added to the loss function to penalize the model.   

 

Loss = Weight*(absolute difference between the simulated and observed change in 
storage) + MSE  

 

This approach allows us to ensure that the LSTM model adheres to the principle of mass 

conservation in its predictions of streamflow. 

Approach 2: 

In the second approach, we introduced a physical constraint that limits the change in the 

simulated long-term storage to be less than 1% of total precipitation to ensure a water balance 

closure. The simulated storage is calculated by subtracting the sum of evaporation and simulated 

discharge in the training dataset from the total precipitation. A change in simulated storage of 

less than 1% of total precipitation is considered an acceptable level of precision for many 

hydrological applications. This is because precipitation is a major input in the water balance 
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equation, and small changes in precipitation can result in large changes in water storage. For 

example, if the total precipitation is 1000 mm, a change in simulated storage of less than 1% 

would be less than 10 mm. This small change in storage is a relatively small margin of error and 

suggests that the model is able to reasonably ensure a water balance closure.  

If the condition is satisfied, the standard MSE loss function is applied. On the other hand, 

if the condition is not met, the loss function is modified to include a penalty term, which is 

calculated by multiplying the absolute change in simulated storage by a weight factor and adding 

it to the MSE loss. The resulting loss function can be expressed as: 

 

Loss = Weight*(absolute change in simulated storage) + MSE 

 

This approach utilizes the principle that the net change in storage for long time periods in 

a watershed tends to be close to zero and aims to enforce this constraint through the use of the 

penalty term in the loss function. 

2.3.2.2 Energy balance (EB) 

The principle of energy conservation dictates that energy cannot be created nor 

destroyed. In the context of a watershed, this implies that net radiation (𝑅𝑅𝑛𝑛) (balance among 

incoming shortwave, outgoing shortwave, incoming longwave, and outgoing longwave 

radiations) either increases the temperature (sensible heat, 𝐻𝐻), or causes phase change (latent 

heat, 𝐿𝐿𝐿𝐿), or is lost from the system. This can be represented as: 

 

𝑅𝑅𝑛𝑛 = 𝐻𝐻 + 𝐿𝐿𝐿𝐿 + 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 
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where an example of 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 would be the energy lost due to ground heat flux. The ground 

heat flux term tends to be insignificant over a 24-hour period, so it can be ignored in the loss 

function formulation. Thus, the energy balance equation becomes: 

 

𝑅𝑅𝑛𝑛 − 𝐻𝐻 = 𝐿𝐿𝐿𝐿 

 

In the water balance equation, the incoming component is precipitation, and the outgoing 

component is evaporation and streamflow. Evaporation serves as the link between the water and 

energy balance. To ensure consistency with the principle of energy conservation, we formulated 

a loss function equating the difference between net radiation and sensible heat to latent heat 

(total evaporation) with a tolerance of 1% of the net radiation sum. We assumed a tolerance of 

1% of the sum of net radiation because energy balance is complex and is dependent on many 

factors such as temperature, pressure, radiation, and small changes in these factors can result in 

large changes in the energy balance. Therefore, a small change in the energy balance suggests 

that the model is able to accurately capture the energy balance of the system. Additionally, a 1% 

tolerance allows some of the model uncertainties and is neither overly nor under conservative.  

If this condition is met, the normal MSE loss function is used. However, if the condition 

is not met, the model is penalized by taking the absolute difference in incoming and outgoing 

energy, multiplying it by a weight, and adding it to the MSE. The resulting loss function is as 

follows: 

 

Loss = Weight*(absolute difference in energy) + MSE 
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2.3.2.3 Storage Discharge (SD) 

This constraint is based on the storage-discharge relationship, which is given as: 

 

𝑆𝑆 = 𝐾𝐾𝐾𝐾 

 

where 𝑆𝑆 is the storage, 𝑄𝑄 is the discharge, and 𝐾𝐾 is the storage-time constant. The 

calculation of K for each time step involves determining the ratio of the simulated and observed 

storage values to the corresponding simulated and observed discharge values. The final K value 

for the entire watershed is obtained by averaging the K values across all time steps. The 

difference between the average simulated K (Ksim) and the average observed K (Kobs) is 

calculated and is then divided by the Kobs, to capture the relative change in the ratio. To 

incorporate this physical constraint into the loss function of our model, we added a condition 

such that the ratio should be less than or equal to 1%. A small difference in the storage time 

constant suggests that the model can accurately capture the dynamics of the system and simulate 

the observed storage changes. 

If this condition is met, the normal MSE loss function is used. Otherwise, we penalized 

the model by taking the absolute change in this ratio, multiplying it by a weight, and adding the 

resulting value to the MSE loss. The modified loss function can be expressed as: 

 

Loss = Weight*(Ksim - Kobs) / Kobs + MSE 
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2.3.3 Evaluation Metrics 

The Nash-Sutcliffe efficiency (NSE) (Nash and Sutcliffe, 1970) is a measure of the 

accuracy and efficiency of a model in predicting variables that differ from the mean. It represents 

the proportion of the original variance accounted for by the model, and is calculated as follows: 

 

𝑁𝑁𝑁𝑁𝑁𝑁 =  1 −  
∑ (𝑄𝑄𝑚𝑚𝑡𝑡 − 𝑄𝑄𝑜𝑜𝑡𝑡)𝑇𝑇
𝑡𝑡=1

∑ (𝑄𝑄𝑜𝑜𝑡𝑡 − 𝑄𝑄𝑜𝑜����)𝑇𝑇
𝑡𝑡=1

 

 

Where 𝑄𝑄𝑜𝑜𝑡𝑡  and 𝑄𝑄𝑚𝑚𝑡𝑡  are observed and modeled discharges at time t. 𝑄𝑄𝑜𝑜����  is the mean of 

observed discharges. The NSE can range from -∞ to 1, with a value of 1 indicating perfect 

correspondence between simulation and observation, a value of 0 indicating that the model 

simulation has the same explanatory power as the mean of the observations, and a value of less 

than 0 indicating that the model is a worse predictor than the mean of the observations. 

2.4 Results and Discussion 

In this study, the predictability performance of standalone LSTM models and LSTM 

models with the addition of physics-based constraints in the loss function was evaluated for one-

day-ahead streamflow prediction at 34 basins. The model predictions were used to evaluate the 

model's ability to simulate streamflow data during the testing phase. 
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Figure 2.3 Comparison of standalone LSTM with LSTM including physics-based constraints and 
their combination. Y-axis shows each basin NSE value. X-axis shows models. A negative NSE 

value is not included in the plot. 

 

Figure 2.3 shows the prediction performance of standalone LSTM models and LSTM 

models with physics-based constraints in the loss function. For simplicity, LSTM is represented 

as LSTM, Water balance Approach 1 is represented as W1, Water balance Approach 2 is 

represented as W2, Energy balance is represented as E, and Storage Discharge is represented as 

SD. The prediction efficiency of standalone LSTM models at all basins was found to be between 

0.16 ≤ NSE ≥ 0.95. Out of the 34 basins, nine basins had low prediction efficiency for 

streamflow, with an NSE value of less than 0.5. 

To examine the effect of physics-based constraints on prediction accuracy, we developed 

15 LSTM models, each incorporating a single physical constraint or a combination of physics-

based constraints. The impact of adding physics-based constraints is seen to be minimal where 

there is already good performance from the LSTM model. For example, in Big Papillion-
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Mosquito, the NSE is 0.95 from the LSTM model, indicating less room for improvement in 

prediction.  

The results of our analysis showed that the impact of physics-based constraints on 

prediction accuracy varied among the different basins studied (Figure 2.3). In some cases, the 

incorporation of physics-based constraints resulted in an improvement in prediction accuracy, 

while in other cases it had no effect or even decreased prediction accuracy. For example, the 

incorporation of the W1 constraint improved prediction accuracy for the Red Willow basin by 

43% but had no effect on the Calamus basin. In contrast, the imposition of the W2 constraint 

improved prediction accuracy for the Red Willow basin by 18% but decreased prediction 

accuracy by 15% for the Little Nemaha basin and had no effect on the Calamus basin. The 

incorporation of the E constraint decreased prediction accuracy for the Red Willow and Little 

Nemaha basins by 162% and 14%, respectively. However, the incorporation of the E constraint 

improved prediction accuracy for the West Fork Big Blue basin by 20%. Additionally, the 

imposition of the SD constraint improved prediction accuracy in some basins, such as Lower 

Niobrara, but had no effect on the majority of the basins studied. 

In our analysis of 34 basins, the incorporation of the W1 constraint improved prediction 

efficiency for 38% of the basins, with an average increase in efficiency of 9%. Additionally, the 

combination of W1 with E and W2 improved prediction efficiency for 41% and 38% of the 

basins, respectively, with average increases in efficiency of 7% and 6%. The incorporation of the 

W2 constraint improved prediction efficiency for 32% of the basins, with an average increase in 

efficiency of 7%. The combination of W2 with E and W1 increased the percentage of basins with 

improved prediction efficiency from 32% to 41% for both combinations, with average increases 

in efficiency of 9% and 6%, respectively. 
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It was observed that for a subset of catchments, the imposition of constraints on the 

LSTM model resulted in minimal or no effect on model efficiency. Specifically, in 15% of 

catchments, the imposition of W2, in combination with W1 and E constraints, did not yield a 

statistically significant change in efficiency as measured by the NSE metric. Furthermore, in 9% 

of catchments, the imposition of W1, in combination with W2 and E constraints, W1 and SD 

constraints, W1 and W2 constraints, and W2, E, and SD constraints, resulted in a similar lack of 

change in NSE. Notably, the imposition of SD constraints, as well as combinations of SD 

constraints with W2, resulted in zero percent catchment with no effect. 

The incorporation of the SD constraint improved prediction efficiency for 12% of the 

basins, with an average increase in efficiency of 5%. The combination of SD with W1, W2, and 

E increased the number of basins with improved prediction efficiency, with the percentage 

increasing from 12% to 26% for combinations with W1 and W2, and 29% for combinations with 

E. 

Overall, these results suggest that multiple physics-based constraints can be used 

separately or in combinations depending on the characteristics and behaviors of the particular 

catchment, in order to improve prediction efficiency (Figure 2.4). 

Our results showed that the incorporation of the SD constraint decreased prediction 

efficiency for 88% of the basins, with an average decrease in efficiency of 60%. Additionally, 

the combination of SD with other physics-based constraints was found to decrease the efficiency 

of those constraints in improving prediction accuracy. For example, in the Cedar basin, the 

incorporation of the W1 constraint alone improved prediction efficiency by 22%. However, 

when combined with the SD constraint, the improvement in efficiency was reduced to only 8%, 

indicating a 14% decrease. 
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These findings suggest that caution should be exercised when implementing the SD 

constraint in streamflow prediction models. 

 

 

 

Figure 2.4 Percentage of catchments where the performance improved/fall after imposing 
different constraints and their combinations. Green, red, and gray bars show the percentage of 
catchment where the performance improved, fall, and has no effect after imposing different 

constraints and their combinations. (b) Green and red bars show the average percentage 
improvement and fall after imposing different constraints and their combinations for catchments. 

 

(a) 

(b) 
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2.5 Conclusions 

In this study, we investigated the effects of incorporating physics-based constraints, 

including water balance, energy balance, and storage-discharge relationship, into LSTM for 

predicting daily streamflow in 34 HUC-8 basins in Nebraska. The performance of the model was 

thoroughly assessed for cases with and without the inclusion of these constraints and their 

combinations.  

Our results showed that the inclusion of certain physics-based constraints can lead to 

improved performance of the LSTM model in streamflow prediction. In particular, the use of 

water balance constraints was found to have the most significant positive impact on model 

performance with an increase in efficiency for 38% of catchments. Additionally, the combination 

of water balance (W1) and energy balance constraints resulted in the greatest improvement 

among all constraint combinations examined with an increase in efficiency from 38% to 41% of 

catchments. On the other hand, the storage discharge constraint and its combinations displayed 

less consistent results and may be more relevant in catchments where flow is dominated by 

catchment characteristics such as topography, soil types, land use, and hydrography. These 

characteristics can affect the hydrological response of a catchment area, such as the amount and 

timing of streamflow, and are important to consider when modeling and predicting streamflow in 

a catchment. It was also noted that the specific method of imposing constraints can affect model 

performance. For example, W1 improves efficiency for 38% of the catchment, while W2 

improves efficiency for 32%. These findings highlight the potential value of using physics-based 

constraints in machine learning models for streamflow prediction, particularly in data-scarce 

regions.  
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These findings suggest that the application of constraints on LSTM models may not 

always result in a significant improvement across all catchments and that further research is 

needed to understand the conditions under which constraints are most effective. Additionally, the 

results indicate that the specific constraints combination and their effect may vary depending on 

the catchment. While it may not always result in a significant improvement in the overall 

performance, the incorporation of physics-based constraints will enhance the model’s ability to 

capture underlying physical processes that govern streamflow, which can potentially lead to the 

improved generalization capability of the model. Thus, physics-based constraints can increase 

the robustness of the model to unseen data and make it more representative of real-world 

scenarios. This is an important step towards physically relevant streamflow prediction by 

infusing physical laws into the LSTM model via a simple but powerful alteration to the loss 

function. This approach provides a good balance between capturing the watershed-specific 

uniqueness through the training of LSTM models for each catchment and incorporating 

generalizable knowledge across all catchments through the use of constraints (Beven, 2014; 

Troch et al., 2015). 

In practice, it is important to first test the efficacy of constraints for the problem at hand. 

Individual constraints and their combinations need to be thoroughly assessed before being used. 

It is important to approach this p rocess with a mindset of continuous evaluation and 

improvement because the effectiveness of constraining can change depending on the variables 

under consideration, datasets used, unique and generalizable characteristics of the catchments, 

among others.  

Overall, this study provides valuable insights into the use of LSTM models for 

streamflow prediction and the potential benefits and limitations of imposing constraints on their 
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loss function. Additionally, this study highlights the importance of considering both the unique 

and generalizable characteristics of a catchment when imposing constraints on the LSTM model. 

While this study has focused on the use of these specific physics-based constraints, it is 

important to note that other forms of physical relationships can also be explored in LSTM and 

other machine-learning models for streamflow prediction. Finally, it would be beneficial to dig 

deeper into the factors influencing the success or failure of different constraints and 

combinations of constraints to predict flow in different catchments. This type of research can 

help identify common characteristics that affect the effectiveness of these constraints and their 

combinations in streamflow prediction. This can open new possibilities for improving the 

performance and robustness of these models and make them more useful for predictions and 

decision-making. 
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Chapter 3 Peak Flow Estimation Using Machine Learning 

The information relayed in this chapter is from a published paper: Pokharel, S., T. Roy, 

and D. Admiraal, Machine Learning-Based Peak Flow Estimation for Nebraska Streams, under 

review in Journal of Hydrology. 

Accurate estimation of peak flow is vital for the design of infrastructure and for ensuring 

public safety. Regional regression equations are widely used to estimate peak flow in Nebraska 

streams; however, equations from multiple studies often yield results that vary by orders of 

magnitude, casting doubt on their reliability. This highlights the need for a more advanced and 

unified approach to improving the overall accuracy of peak flow estimation. In this study, we 

modeled peak flow using a suite of Random Forest models for different return periods in 40 

Nebraska streams using high-resolution datasets covering atmospheric, hydrologic, soil, and 

basin morphometric characteristics. The newly developed system outperformed the existing 

regression equations which were previously fitted to an older dataset for all return periods 

considered. This was evident when the average Kling-Gupta Efficiency (KGE) medians from 

both systems were compared for 100 randomly selected training-testing basin sets. The newly 

developed system exhibits an average median KGE value of 0.15 across all return periods 

considered while in contrast, the regression equations yielded an average median KGE value 

of -0.30. The new system can aid in better decision-making related to the mitigation of flood 

disasters and the design of resilient infrastructure.   

3.1 Introduction 

Floods are the most frequent, widespread hazards that significantly impact infrastructure, 

human safety, and livelihoods (Desai and Ouarda, 2021; Doocy et al., 2013; Hirabayashi et al., 

2013; Li et al., 2022; Merz et al., 2021; Rasheed et al., 2022; Tanoue et al., 2016). According to 

the National Centers for Environmental Information (NCEI) (2023), between 2021 and 2022, the 
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cost of flood-related damages rose from $155.3 billion to $165 billion. These rising costs parallel 

an increase in the occurrence and severity of extreme flooding events observed in many global 

regions over recent decades (Berghuijs et al., 2017; Blöschl et al., 2019; Marijnissen et al., 2019; 

Prieto et al., 2020). The state of Nebraska has experienced multiple catastrophic flooding events 

in the recent past, notably the great floods of 1993 and 2019 (NWS, 2022). In 2019, rapid 

melting of record snowfall accumulation between January and March caused much of the 

catastrophic flooding in Nebraska and Iowa, with an estimated $3 billion in damages and three 

lives lost (Schwartz, 2019). The rain-on-snow (ROS) event in that spring, combined with the 

rapid melting of snowpack, was what caused this catastrophic flooding. Rapid snowmelt and 

ROS events are frequently to blame for large floods in the Midwest (Rasiya et al., 2023; 

Velásquez et al., 2023; Villarini et al., 2011). According to Flanagan et al. (2020), the flood 

damaged roads, bridges, and rail systems, amongst other modes of transportation.  

Peak flow and flooding are closely related because peak flow describes the magnitude 

and extent of the flooding. Information about peak flow is required to accurately estimate flood 

damage, which is a crucial consideration in flood response and water management decisions 

(Beard, 1997; Kienzler et al., 2015). Additionally, peak flow rates are used in designing 

infrastructure such as bridges, culverts, dams, and levees on or near streams (Ding and 

Haberlandt, 2017). In Nebraska, USGS and others have developed various methods for 

computing the peak flow rates for different return periods. Furness (1955) developed an equation 

to calculate peak flow for basins with a minimum drainage area of 100 mi2 (259 km2) over a 

return period of up to 50 years. The state of Nebraska was divided into two regions based on soil 

properties. The equation used to calculate the peak flow was primarily dependent on drainage 

area, while all other factors influencing the peak flow were lumped into a coefficient C.  
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𝑄𝑄2.33 = 𝐶𝐶𝐴𝐴0.7 

 

where, 𝑄𝑄2.33 is the mean annual peak flow (cfs) to the 2.33 year recurrence interval, C is 

the peak flow coefficient, and A is the drainage area (mi2). Hutchison (1962) developed methods 

for calculating peak flow for uncontrolled and unregulated streams with drainage areas of no 

more than 300 mi2 (777 km2). The process involves three steps: determining the total and 

contributing drainage areas and the flood region, computing the average annual flood for the 

location, and using a ratio to relate the mean annual peak flow to the desired recurrence interval. 

The accuracy of flood magnitudes for selected recurrence intervals was found to be dependent on 

the number of stations used and the length of each record. Beyond 25 years, the regional 

frequency curves cannot be extrapolated with confidence. Furthermore, the mean annual flood 

curves for the drainage area cannot be extended beyond the limit, as per this method.  

Patterson (1966) developed frequency curves to estimate the size and frequency of floods 

with recurrence intervals between 1.1 and 50 years for most streams in the Missouri River basin 

above Sioux City, Iowa. The relationship between the mean annual flood and floods with 

different recurrence intervals was represented by the frequency curves, which predicted peak 

discharge using a dimensionless frequency curve and a basin characteristic relation. However, it 

was not possible to use the composite frequency curves to extrapolate beyond a recurrence 

interval of 50 years. Like Patterson (1966), Matthai (1968) also created frequency curves to 

calculate peak flow magnitudes between 1.1 and 50 years. Beckman (1976) developed a method 

to estimate floods with recurrence intervals of up to 100 years. Nebraska was divided into five 

hydrological regions using regression techniques based on soil types for regions 1 and 2 and 

basin divides for regions 3 and 5. Flood magnitude and frequency were determined for major 
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controlled streams like the North Platte, South Platte, Platte, and Republican Rivers, using peak 

flow data from 303 gauge stations with 13 or more years of data. Log-Pearson Type III (LP3) 

was implemented for station data analysis. The regression equation for the five regions included 

factors such as drainage area, mean annual precipitation, main stream length, main stream slope, 

maximum 24-hour 50-year rainfall, and temperature. However, the equation does not apply to 

regulated or urbanized streams and cannot be used for streams in adjacent states. The standard 

error of estimate ranged from 22% in the Big Blue region to 60 to 102% in the western part, but 

the equation was later revised, improving the peak flow estimation. Soenksen et al. (1999) 

presented the updated peak flow frequency analysis for selected streamflow gaging stations in 

Nebraska. The scope of this study (Soenksen et al. 1999) was to update the old regression 

equations developed by Beckman (1976), create a new set of equations, and evaluate those 

equations. Geographic Information System (GIS) and digital spatial data were used to quantify 

the drainage basin characteristics. Peak flow frequency analyses were done for unregulated 

streamflow-gaging stations with at least ten years of annual peak-flow record through 1993 and 

located in or within about 50 miles of Nebraska using the LP3 frequency distribution and the 

guidelines in Bulletin 17B of the Interagency Advisory Committee on Water Data (ISCWD, 

1982). For seven regions, eight regression equations were developed. The standard error ranged 

from 12 to 64%. 

 Strahm and Admiraal (2005) used GIS and data from 273 gauge stations to develop 

regional regression equations for estimating peak flow magnitude for the seven hydrologic 

regions of Nebraska identified by Soenksen et al. (1999). The weighted least squares method was 

used for the regression analysis and sets of equations were developed to estimate peak flow rates 

with a recurrence interval of 2 to 500 years. The regional regression helped in estimating peak 
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flow in ungauged basins, which is a big challenge in the field of hydrology (Sivapalan et al., 

2003). The equations were created using nearby watershed basins with comparable hydrologic 

properties. Even though these equations incorporated more detailed information about the 

hydroclimatology and basin characteristics compared to their older counterparts, they are two 

decades old and do not account for changes that have occurred in recent decades.  

Regionalization plays a crucial role in addressing data scarcity issues in locations without 

adequate hydrological measurements (Buytaert and Beven, 2009; Song et al., 2022). To date, 

many studies have explored various approaches to regionalization, aiming to provide accurate 

estimation in ungauged regions. Studies by Hrachowitz et al. (2013) and Razavi and Coulibaly 

(2012) have significantly contributed to the discourse on regionalization in the context of flood 

frequency estimation. These studies have highlighted the challenges of extrapolating 

hydrological relationships across different climatic and geographic settings and pointed out the 

need for flexible methodologies that account for the complexities of diverse regions. Early 

studies Ouarda et al. (2006) and Shu and Ouarda (2008) highlighted the importance of 

considering regional context when estimating flood frequencies. Recent work by Brunner et al. 

(2018) and Han et al. (2022) have emphasized the dynamic nature of hydrological processes and 

the necessity of adaptive techniques to capture these dynamics.  

Our study takes a distinctive regionalization approach by considering a machine learning 

model to capture peak flow for different return periods from a wide range of hydroclimatic and 

basin morphometric factors. We employed random forest, which has been widely used in water 

resources applications (Tyralis et al., 2019). In contrast to the traditional regionalization methods 

that partition a large region based on predefined characteristics and employ different sets of 



30 

 

regression equations in each part, we built a single model that used data from across different 

locations within the state. 

The remainder of this paper is structured as follows: Section 3.2 describes the study area 

and datasets utilized for the current analysis. Section 3.3 details the methodological procedures 

carried out, including the random forest modeling approach. Section 2.4 presents the results 

obtained from the random forest model and regression model, as well as a discussion of key 

findings. Section 2.5 summarizes the conclusions and implications of this study. 

3.2 Study area and data 

3.2.1 Study area 

The study area encompasses 40 Hydrologic Unit Code 8 (HUC-8) basins located within 

the state of Nebraska, characterized by diverse physical and geographical features. The region 

includes a range of landscapes, such as the Great Plains, the Sand Hills, and the Ogallala 

Aquifer. The selection of these basins was based on the availability of gauge stations and the 

length of discharge data. We only included the basins that have at least 20 years of discharge 

data. Basin areas ranged from 1,366 to 13,352 km2, with each exhibiting unique hydrological 

characteristics, such as different soil types, land-use patterns, and water availability. The 

locations of the selected HUC-8 basins within Nebraska are shown in Figure 3.1. 
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Figure 3.1 HUC-8 basins in Nebraska. Basins demarcated with red are the ones used in this 

study.  

 

3.2.2 Data 

The datasets (Table 3.1) used in this study were collected from three different sources. 

The atmospheric and land data was obtained from the ERA5-Land (9 km grid) and ERA5 (30 km 

grid) (Hersbach et al., 2020; Muñoz-Sabater et al., 2021), which is the fifth-generation 

atmospheric reanalysis from the European Centre for Medium-Range Weather Forecasts 

(ECMWF). Streamflow data were collected from the United States Geological Survey (USGS) 

and the Nebraska Department of Natural Resources (NeDNR). The mean, mode, and quantiles 

from 10th to 90th for each of the dynamic variables (Table 3.1) were calculated and used in the 

analysis. Descriptive statistics and quantiles of input variables are used to predict streamflow 

quantiles because they provide useful information about the distributional properties of the 
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variables. We also included basin morphometric and soil characteristics data such as area, basin 

slope, main channel slope, relative relief, shape factor, compactness ratio, elongation ratio, 

rotundity of the basin, average minimum permeability, average permeability, and average 

maximum soil slope. All of these datasets were generated using GIS techniques.  

 

Table 3.1 Description of the datasets. 

Variable Name Units Source Classification 
10m u Wind Component m s-1 ERA5-Land Dynamic 
10m v Wind Component m s-1 ERA5-Land Dynamic 
2m Dew point Temperature K ERA5-Land Dynamic 
2m Temperature K ERA5-Land Dynamic 
Convective available potential energy J kg-1 ERA5 Dynamic 
Total Evaporation m ERA5-Land Dynamic 
Leaf Area Index, High Vegetation m2 m-2 ERA5-Land Dynamic 
Leaf Area Index, Low Vegetation m2 m-2 ERA5-Land Dynamic 
Skin Temperature K ERA5-Land Dynamic 
Snow Albedo (0-1) ERA5-Land Dynamic 
Snow depth m ERA5-Land Dynamic 
Soil Temperature layer 1 K ERA5-Land Dynamic 
Surface Net Solar Radiation J m-2 ERA5-Land Dynamic 
Surface Net Thermal Radiation J m-2 ERA5-Land Dynamic 
Surface Pressure Pa ERA5-Land Dynamic 
Surface Sensible Heat Flux J m-2 ERA5-Land Dynamic 
Total Column Water kg m-2 ERA5 Dynamic 
Total Precipitation m ERA5-Land Dynamic 
Volumetric Soil Water Layer 1 m3 m-3 ERA5-Land Dynamic 
Streamflow Cfs USGS/NeDNR Dynamic 
Basin Area mi2 GIS Static 
Basin Slope ft mi-1 GIS Static 
Main Channel Slope ft mi-1 GIS Static 
Relative Relief ft mi-1 GIS Static 
Shape Factor Dimensionless GIS Static 
Compactness Ratio Dimensionless GIS Static 
Elongation Ratio Dimensionless GIS Static 
Rotundity  Dimensionless GIS Static 
Average Permeability in hr-1 GIS Static 
Average Maximum Soil Slope % GIS Static 
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3.3 Methodology 

3.3.1 Data Preprocessing 

The calculation of the return periods was carried out according to the guidelines outlined 

in the US Interagency Committee on Water Data Bulletin 17B (ISCWD, 1982). The annual 

maximum discharge values for each of the selected catchments were fitted to an LP3 distribution 

based on the method of moments (Singh, 1998). These distributions were then used to determine 

peak flows for the return periods of 2, 5, 10, 25, 50, 100, 200, and 500 years.  

As can be seen from Table 3.1, our predictors included both static and dynamic variables. 

Examples of static variables would be basin slope, basin area, etc., while precipitation, 

evapotranspiration, etc., will fall under the category of dynamic variables. For each of the 

dynamic variables, we included their mean, mode, and nine quantiles (10th to 90th with an 

interval of 10) derived from the time series. The predictors considered in this analysis can either 

increase or decrease streamflow. For example, as evaporation increases, streamflow will 

decrease. On the other hand, streamflow will increase with an increase in precipitation. 

Therefore, in some cases, the lower values of a predictor could be more closely related to the 

higher values of streamflow. To incorporate this countering effect, we first assessed the direction 

of the change in streamflow consequent to a change in the predictor value and accordingly 

calculated the quantiles either of their annual minimum or maximum values.  

3.3.2 Random Forest  

Random Forest (RF) (Breiman, 2001a) is a powerful and versatile machine learning (ML) 

algorithm widely applied for supervised learning tasks (regression and classification). It is an 

ensemble method that utilizes multiple decision trees to generate accurate and robust predictions. 

The primary goal of RF is to decrease the prediction variance by averaging numerous decision 
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trees that are trained on diverse subsets of the same training data (Ghimire et al., 2023; Hastie et 

al., 2009). The algorithm is particularly suitable for modeling non-linear and complex variable 

interactions and is less susceptible to multicollinearity in the data, especially for prediction 

problems (Tyralis et al., 2019). It should be noted that multicollinearity can still influence the 

interpretation of variable importance. Figure 3.2 shows the proposed methodology for this study. 
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Figure 3.2 Workflow schematic of the proposed RF model. 

 

In RF, a collection of multiple decision trees forms a random forest, with each of these 

trees learning from a subset of the original features. The key concept behind this approach is that 
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each individual tree is a weak learner (owing to exposure to partial data), while the entire forest 

can provide precise outcomes while addressing high variance (Figure 3.3), making it less 

susceptible to overfitting compared to other machine learning algorithms. For a more 

comprehensive mathematical formulation and information on RF, refer to Breiman, (2001a, 

2001b) and Liaw & Wiener (2002) 

 

 
Figure 3.3 Graphical illustration of an RF architecture.  

 

The efficiency of RF in learning from the data and making predictions largely depends on 

the appropriate selection of hyperparameters, which control the training process in the ML 

models. Hyperparameter tuning can be accomplished either manually or through automated 

methods such as grid search or random search, as explored in prior research (Belete & Huchaiah, 

2021; Wu et al., 2019). Regardless of the chosen method, a thorough consideration of the impact 
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of each hyperparameter on the model’s accuracy is important, and a range of hyperparameters 

should be tested to derive the optimal set. The number of trees in the forest is one of the crucial 

hyperparameters in RF, which can enhance the model’s accuracy but can also lead to increased 

computational complexity and training time. The maximum depth of the trees, which regulates 

the model’s complexity, is another significant hyperparameter. A shallower tree may cause 

underfitting, while a deeper tree, on the other hand, can lead to overfitting. Overfitting happens 

when an ML model performs very well on the data it was trained on but fails to generalize to 

new unseen data (Pokharel et al., 2023). Another important hyperparameter in RF is the 

minimum sample leaf, which represents the minimum number of data points allowed in a leaf 

node.  

In this study, RF models were constructed for each return period’s peak discharge, and 

the hyperparameters were manually tuned, with the performance assessed using the Kling-Gupta 

Efficiency (KGE) Gupta et al., 2009). KGE integrates three common types of errors in a model, 

i.e., bias, variability, and timing (correlation), and is written as:  

 

𝐾𝐾𝐾𝐾𝐾𝐾 =  1 −�(𝑟𝑟 − 1)2 + (𝛽𝛽 − 1)2 + (γ− 1)2 

 

where 𝑟𝑟 is the linear correlation coefficient between the observations and simulations. γ is the 

ratio of the coefficients of variation, and 𝛽𝛽 is the ratio of the means. KGE can range from -∞ to 

1, with a value of 1 indicating perfect correspondence between simulations and observations. 

The final used hyperparameters to estimate the peak flow across different return periods are 

shown in Table 3.2. 
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Table 3.2 Hyperparameters used in RF models across different return periods. 

Return Period Number of trees Maximum depth Minimum sample 
leaf 

T2 10 4 Default 
T5 1000 4 5 
T10 1000 4 5 
T25 1000 4 5 
T50 1000 4 5 
T100 1000 4 2 
T200 1000 4 2 
T500 1000 4 2 

 

We implemented separate RF models for all return periods considered, and the data in 

each case was split into training (70%) and testing (30%) sets. For each return period, the 

number of total data points was 40, which is equal to the total number of catchments. Since the 

RF model is a tree-based algorithm, there was no need for feature scaling. We also randomly 

sampled the training and testing sets a hundred times to identify the best-performing model with 

the highest KGE. Moreover, during each iteration (total 100), we compared the predictions from 

the recent regression equations (developed by Strahm and Admiraal (2005) using older datasets) 

with the observed peak streamflow and computed the corresponding KGEs. These KGE values 

were subsequently compared against the KGE values obtained from the RF model in each case. 

3.4 Results and Discussion 

In this section, we first present the best-performing RF model for estimating peak flow 

for each return period. We then compare the performance of our RF-based system with the 

existing regression equation-based system (Strahm and Admiraal, 2005) for seven hydrological 

regions to estimate peak flow in Nebraska. Note that our goal was not to compare RF with 

regression equations since it is well established that RF would demonstrate superior performance 

in this case (e.g., Breiman, 2001; Prieto et al., 2020). This is why we did not recreate the 
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regression equations with the same data used in the RF models. Our comparison instead is 

between two different systems, the existing one that is widely used in practice and a new one that 

has been developed in this study using high resolution datasets and RF. The new system allows 

us to produce more accurate estimates of peak flow, and therefore, has the potential to better 

inform practice. 

3.4.1 Performance of RF model 

In this study, the RF models were developed for peak discharge corresponding to each 

return period, with the optimal model obtained through 100 iterations with randomly selected 

basins for the train-test splits. The performance of the RF model for predicting peak streamflow 

was evaluated using the KGE metric for different return periods ranging from 2 to 500 years 

(Figure 3.4 and Figure 3.5). The KGE values for the RF model ranged from 0.71 to 0.81, with a 

median KGE of 0.76 across different return periods (Figure 3.4). Figure 3.5 displays the 

relationship between target and predicted values for eight return periods ranging from 2 to 500 

years. Each subplot contains a 1:1 line representing perfect model agreement. The close 

alignment of the data points along the 1:1 line illustrates the strong correlation between targets 

and predictions across all return intervals. The highest KGE value was obtained for the 2-year 

return period peak discharge, while the lowest was obtained for the 5-year return period peak 

discharge. For return periods ranging from 10 to 50 years, KGE values ranged from 0.75 to 0.79. 

Longer return periods of 100 to 500 years yielded KGE values ranging from 0.72 to 0.74. These 

findings indicate that the RF models have consistently good predictive performance across all 

return periods. 
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Figure 3.4 KGE values for different return periods obtained from the RF model. 

 

 
Figure 3.5 Scatter plot of best performing RF model predictions across different return periods. 
X-axis represents the target peak discharge and Y-axis represents the predicted peak discharge 

for different return periods, as indicated in the subplots.   
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3.4.2 Comparison of RF performance with regression equations  

We compared the performance of RF models to an existing system of regional regression 

equations developed by Strahm and Admiraal (2005) for estimating peak flow for different 

return periods in Nebraska. To accomplish this, 100 iterations of the RF model were performed 

for each return period, and the KGE scores for all testing basins were recorded. Furthermore, for 

those 100 runs, the existing regional regression equations were also used to compute the peak 

flow discharge for different return periods in the testing basins. The observed and predicted peak 

flow discharge data were analyzed, and the KGE scores for all the testing basins obtained from 

the 100 iterations were computed. It is important to note that the comparison involved evaluating 

the outcomes of two distinct systems: A regression model fitted using older datasets, and the RF 

model trained with recent datasets. The focus of the comparison was to evaluate the efficacy of 

the newly developed RF model with existing regression equations. Figure 3.6 shows the boxplot 

distribution of KGE values obtained for all test runs. 
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Figure 3.6 Boxplot showing the KGE values obtained from the 100 runs of the RF model and 
regression equations across different return periods. The red dotted line represents the upper limit 

of KGE (i.e., 1), whereas the green dotted line represents the zero value. Zero value is 
highlighted just to compare the median KGE values. RF_Tx represents the Random Forest model 

for x-year return period. REG_Tx represents the existing regression equation developed by 
Strahm and Admiraal, (2005) for x-year return period.  

 

In Figure 3.7, the median KGE values are plotted, which were derived from 100 test runs 

for both RF models and regression equations, corresponding to each return period. It is important 

to note that Figure 3.4 shows the KGE value of the RF model that exhibited the highest 

performance. Conversely, Figure 3.6 illustrates the median KGE values obtained from 100 test 

runs for each return period. As can be seen from Figure 3.6 and Figure 3.7 for all return periods, 

the RF model outperformed the regression equations, with the median KGE value for all return 

period peak flow above zero, while the regression equations median KGE value was below zero. 

The average median KGE value across all return periods considered for the RF model was 0.15 

while in contrast, the regression equations yielded an average median KGE value of -0.30. Also, 
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it can be seen that for the 500-year return period, the median KGE drops sharply, indicating low 

performance of the regression equations to capture the peak flow for high return periods. The RF 

models, on the other hand, performed consistently across all return periods. 

 

 
Figure 3.7 Median KGE for RF model (blue) and regression equation (red) across different 

return periods. 

 

The interquartile ranges (IQRs) in the case of RF models (Figure 3.6) were shorter than 

the regression equations, indicating lower variability in the KGE values in the former. Moreover, 

in the case of regression equations, the lower outliers in the KGE values stretched much further 

compared to their counterparts in the RF models. These results also highlight the favorable 

performance of the RF models in comparison to the regression equations and have significant 

implication for engineering practices. 
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It is evident from the results that using data from across different locations within the 

state, even if those places are not alike, leads to a more accurate estimation of peak flows 

compared to the traditional regional regression equations built using datasets from similar 

regions. This is particularly significant due to the changing climate causing unpredictable 

weather patterns in different regions (Lee, 2023). As this trend continues, the response to 

extreme events of a basin can be used as an experience to provide insights into other basins. This 

notion matches with the perspectives of researchers such as Sivapalan (2006) and Wagener et al. 

(2020) who suggest shifting the focus from local distinction to a broader perspective in 

hydrological studies. Our study highlights the intrinsic worth of data synergy (Fang et al., 2022) 

in precisely estimating peak flow across diverse return periods. Data synergy involves the 

advantageous outcome of pooling and combining diverse datasets from different regions. By 

incorporating diverse datasets from various regions within the state, our model demonstrates 

remarkable performance.  

3.5 Conclusions 

In this study, we employed a suite of RF models to accurately estimate peak flow for 

different return periods in 40 Nebraska streams. We also compared the performance of the RF 

models with that of the existing regional regression equations developed by Strahm and 

Admiraal (2005) used for peak flow estimation. Our results demonstrated that the RF models 

outperformed the regression equations (fitted to older datasets) for peak flow estimations across 

all return periods, with median KGE scores above zero, while cores for the regression equations 

were below zero. The RF models showed KGE values greater than 0.75 for 2, 10, 25, 50, and 

100-year return periods, while for 5, 200, and 500-year return periods, KGE values were between 

0.5 and 0.75. Additionally, the variability in the KGE values was comparatively lower in RF 
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models when both systems were tested for 100 random training-testing basin sets. These findings 

suggest that the RF models outperformed the existing regional regression equations fitted using 

older datasets. 

The outcomes of this study have important implications for stakeholders and decision-

makers in infrastructure design and disaster management. Accurate prediction of peak flow can 

help guide the design and construction of crucial infrastructure like bridges, dams, and levees, 

ensuring its resilience and safety during flood events. Additionally, the findings of the study can 

benefit the development of emergency response plans and warning systems, which are critical in 

lowering the danger of loss of life and property damage during floods. Furthermore, the results 

can aid transportation authorities in taking preventative measures such as road closures, 

emergency evacuations, and the development of alternative routes that can minimize the 

disruption to daily life and business activities, thereby improving the socio-economic resilience 

of the affected communities. 

Overall, the use of high-resolution datasets and the deployment of ML methods in this 

study have helped us achieve better performance in peak flow estimation compared to the 

existing regression equations. Our findings highlight the potential of ML techniques in 

improving the accuracy of hydrological estimations and advancing water management practices. 
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Chapter 4 Dissemination  

Peer-reviewed Journals 
Pokharel, S., Roy, T., Admiraal, D., 2023. Effects of mass balance, energy balance, and storage-

discharge constraints on LSTM for streamflow prediction. Environ. Model. Softw. 166, 
105730. https://doi.org/10.1016/j.envsoft.2023.105730 (Impact Factor: 4.9) 

Pokharel, S., Roy, T., Admiraal, D., 2023. Machine Learning-based Peak flow Estimation for 
Nebraska Streams, under review in Journal of Hydrology (Impact Factor: 6.4) 

 
Conference Presentations 
Pokharel, S., T. Roy, and D. Admiraal (2023), Enhancing Peakflow Estimation in Nebraska with 

Machine Learning, Nebraska Water Conference, Oct 3-4, Omaha. 
Pokharel, S., T. Roy, and D. Admiraal (2023), Enhancing Transportation Safety through Improved 

Peak Streamflow Prediction using Machine Learning Techniques, EGU General Assembly, 
Apr 23-28, Vienna. 

Pokharel, S., T. Roy, and D. Admiraal (2022), A Physics-guided Machine Learning Scheme for 
Predicting Peak Flow in Streams, AGU Fall Meeting, Dec 12-16, Chicago. 

Pokharel, S., D. Admiraal, and T. Roy (2022), A Physics-Based Machine Learning Scheme for 
Predicting Peak Flows in Nebraska Streams, Student Research Days, UNL, Lincoln. 

 
Seminar Presentations 
Pokharel, S., Admiraal, D., Roy, T. (2022, March 4). A Physics-Based Machine Learning Scheme 

for Predicting Peak Flows in Nebraska Streams [PowerPoint slides]. Environmental and 
Water Resources Engineering Seminar Series, University of Nebraska-Lincoln, Lincoln. 

 
Codes/Software/Data 
Data: The datasets are collected from multiple sources. Please refer to “Getting the Prediction” 
word document for the name and source of the datasets used. This file is available on the following 
OneDrive link. The hydrometeorological datasets are obtained from ERA5. The folder does not 
include the ERA5 data since that can be easily downloaded from its original source. Datasets are 
stored in a physical hard drive as well.  
 
Codes: Relevant codes developed in this project are uploaded in the OneDrive folder under the 
subfolder named “Code”. To run the codes, please follow the instruction provided in the word 
document “Getting the Prediction”. All the codes are written in Python using Spyder IDE from 
Anaconda. This software system (and others) can be used to reproduce the results.  
 
  

https://doi.org/10.1016/j.envsoft.2023.105730
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OneDrive Folder Link: 
https://uofnelincoln-
my.sharepoint.com/:f:/g/personal/spokharel2_unl_edu/EgOXBxiSnXhArmDTJMNMZsUBIPZD
89IHV57IhrM-IxYwmw?e=vEofoA  
  

https://uofnelincoln-my.sharepoint.com/:f:/g/personal/spokharel2_unl_edu/EgOXBxiSnXhArmDTJMNMZsUBIPZD89IHV57IhrM-IxYwmw?e=vEofoA
https://uofnelincoln-my.sharepoint.com/:f:/g/personal/spokharel2_unl_edu/EgOXBxiSnXhArmDTJMNMZsUBIPZD89IHV57IhrM-IxYwmw?e=vEofoA
https://uofnelincoln-my.sharepoint.com/:f:/g/personal/spokharel2_unl_edu/EgOXBxiSnXhArmDTJMNMZsUBIPZD89IHV57IhrM-IxYwmw?e=vEofoA
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